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1. Introduction 

In many areas, especially in the 
social and behavioral sciences, we are 
interested in assessing some trait or 
characteristic of individuals which 
cannot be observed directly. Suppose 
each individual belongs, unknown to us, 
to one of several Then since 
these classes are unobservable, they 
are called latent classes. In this sit- 
uation we usually observe the response 
items which provide the information per- 
tinent to the latent classes. The 
latent classes characterised by a 
set of latent parameters which can be 
estimated by solving a series of 
accounting equations linking the latent 
parameters and the empirically observed 
response frequencies. The main assump- 
tion to be mad,' for solving this system 
of accounting equations is the axiom of 
local independence which establishes the 
independence of the responses of 
different items within a given latent 
class. In other words the dependence 
among the response -items is explained 
by the latent variable. 

The original work of latent 
structure analysis is due to Lazarsfeld 
[1950, 19547. Various techniques for 
estimating the latent parameters have 
been proposed by Lazarsfeld and Dudman 
(1951), Green [1951], Gibson [1955, 
19597, Baugh [1954, 19563, Anderson 
[1954, 1959], 11958, 1960] and 
others. The relation of latent struc- 
ture analysis to factor analysis has 
been studied by Bargmann [1957], Gibson 
[1951] and Green (12]. An excellent 
treatment of latent structure analysis 
can be found in Lazarsfeld Henry 
[1988]. 

Under the assumption of local 
independence the maximum likelihood 
estimates of the latent parameter* are 
obtained using an iterative procedure 
and a test of goodness fit is proposed. 

2. Formulation of the Model 
We define a set of dichotomous 

variables Il, to be observed 

on a randomly selected individual by 
P(Ii.l) pi and P(Ii.0) . i 

1,2,...,p. Then the vector X has a 
point multivariate binomial 'distribu- 
tion whose f.m.g.f. is given by 

[1947)) 
(1) (1 + E pits + 

ipi4titj +... 

where 
P(Ii 
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We now consider that each individ- 
ual in this population can be classi- 
fied into one of the m +l latent classes 

Ba (a 0,1,,..,m), so that P(B4) 

and H be the 

hypothesis of local independence which 
establishes independence of 

within a latent class Ba (see Lazarsfeld 
and Henry (1968]). The hypothesis H 
can be stated as 

(2) P(Iilw1, 

2 , , .,A 
where P(AIB) denotes the conditional 
probability of the event that en 
individual belongs to class and 

Hence the characteristic 

function of under H, is 

(3) s(tl,...,tp). p 

Pi e 
a it 

and by the inversion theorem it can be 
shown that the probability function 
(p.f.) of is 

p 
(4) f(xl,...,x) 

x , (i.].,2,...,p). 

The p.f. in 4) may be considered 
as a mixture of for 

a.O,l,...,m. where 

. 

The alternative hypothesis Ha that 

the dependence among can- 

not be explained by the latent variable, 
i.e., the p.f. of cannot be written 
as in (4). 
3. Maximum Likelihood Estimates underH 

If i* a random,sample 

from the population with p.f. (4), the 
log of the likelihood function, under H, 
is given by 

(5) log L log E 
tel 

where 

i1 
a . 0,1,...,24 t =1,2,...,8. 

Setting the first partial deriva- 
tives of log L with respect to the para- 
meters equal to zero, we get 



(6) E E a =1,2,...,m, t t 
(7) 

where g(t) 

Multiplying both sides of equation (6) 
by and summing over a, we get 

m N m N 
E E E E t =1 

or N 

(8) = (na/N) a- 1,2,...,m. t 
If we have a set of initial esti- 

mates of n(a1,2,...,m) and 
m ;i- 1,2,...,p), the equations 

7) and (8) can be used as the basis 
for iteration scheme. A method for 
obtaining initial estimates is given 
in the next section. 

It should be observed that the 
distribution given by the p.f. is a 

member of the exponential family and 
hence the population in (4) is a mix- 
ture of m +1 sub populations each being 
a member of the exponential family. 
Hasselblad [1969) has given an 
algorithm for obtaining the maximum 
likelihood estimates in finite mixtures 
of distributions. -Based on over three 
hundred trials with several mixtures of 
distributions, he concludes that (i) 
the likelihood function increases 
monotonically, ignoring the oscillation, 
(ii) the procedure attains a relative 
maximum of the likelihood function, and 
(iii) in general, different sets of 
initial estimates give the same final 
estimates to a certain accuracy. The 
same convergence properties will be 
possessed by our algorithm. 

4. Initial Estimates 
Various methods are available for 

estimating the latent parameters. Such 
estimates can be used as initial esti- 
mates in ito- 'tine procedure of maximum 
likelihood ..nod. In this section we 
propose a method based on a factor 
analysis solution. The estimates ob- 
tained by this method are not unique 
and perhaps are less efficient than 
the present methods available. However, 
they can be used as initial estimates 
in the iterative procedure given in the 
previous section. 

We have 

- 

(9) 
Coy - 

i4j=1,2,...,p. 
Further, pi +...+ 
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The axiom of local independence implies 
the pairwise independence. Writing 

= 

we get 

(10) P, a=O,l,...,m, 

Hence - 

With these notations, under the 
assumption of local independence, we 
get the covariance matrix of as 

(11) E = 

where is a diagonal matrix with the 

ith diagonal element equal to 

(1-4), 

2 

1-1 
= p2 p2 p2 P2p2 

. 

P 

and the elements of matrix V are 

-ni), i =1,2,...,m 

vij 
j 

iij=1,2,...,m. 

Since V is a symmetric and positive 
definite matrix, it can be written 
TT', where T is a triangular matrix 
with real elements. Thus the correlation 
matrix, P, of can be written as 

(12) P + 

where and Da 

is a diagonal matrix with elements 

Thus the correlation matrix of X 
has the structure of factor analysis~ 
which we arrived at through the assump- 
tion of local independence. The matrix 
E should be estimated by the sample 
covariance matrix of . Let F be any 
admissible factor analysis solution for +, 
such that -1 fia < 1 for all elements 

of F and 0 < E < 1 for all i. 
a =1 

Then F* - FA satisfying the above 
admissible constraints is also a solu- 
tion, where A is an orthogonal matrix. 
If some knowledge about the parameters 
na's is available from the east experi- 

ence, we can estimate Y as *T -1, 



A 

such that each element of Y is less than 

1 in absolute value. Thus pi - pi 
can be estimated for all i and a - 
1,2,...,m. Using the relation 

pi, we can estimate all pi. pi 

are to be estimated from the sample. 

It should be noted that all estimates 

pi must lie on the open interval (0,1). 

It is clear that when m (i.e., 
dichotomous latent variable), the 
matrix can be estimated uniquely, if 
m0 is known and hence all pi can be 

estimated uniquely. When 

are not known, it is recommended to 
take equal values for all 's. 
drawback of this method of a obtaining 
initial estimates is that they are 
based on a derived solution of the 
factor analysis. Further, it may be 
noted that any factor analysis method 
can be used to obtain an estimate of 

5. Test of Goodness of Fit 
Let N be the number of individuals 

interviewed and 
j 

the number 
12 

Of individuals with response vector 
where ji - 0 or 1. 

If 
2 p 

the observed probability of the re- 
sponse vector is equal 

to The maximum likeli- 

hood estimate of is given by 

p ...p 
where and are the maximum likeli- 

hood estimates of and pi. In sample 

data one may not observe all of the 2p 
distinct vectors Sup- 

pose k is the number of distinct 
observed vectors. If k < 2P, the pro- 
babilities of the observed vectors 
should be adjusted so as to make the 
total expected frequency N. Finally 

X2 E 
(N 

with k- 1- [(m +l)p +m] d.f. can be used as 
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a test statistic. 
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